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Motivations

▪ Sequence-to-sequence motion prediction

▪ AR decoding: potential error accumulation

▪ AR decoding: computational costly
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Method

▪ Query sequence: repeat 𝒙𝑇
▪ Residual and parallel motion decoding 

▪ Activity token – encode activity from motion

▪ Speed – Non-AR: 149.2 SPS; AR: 8.9 SPS

Contributions

▪ Parallel decoding: efficient inference

▪ Non-autoregressive Transformer architecture

▪ Single model: activity and motion prediction

Pose Encoding & Decoding

H36M – Motion

▪ Angle error – lower is better

▪ Best in shorter horizons

NTURGB – Motion & Activity

▪ mAP – higher is better

▪ Skeleton-based classification – low accuracy
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Code & Models

https://github.com/idiap/potr

Investigated architectures

1. 𝜙 and 𝜓 are linear layers

2. Graph Convolutional Network
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